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Abstract
Emerging Artificial Intelligence applications leverage all of the available computing tiers,
operating seamlessly across Edge and Cloud platforms. Deploying applications at the
network’s periphery enables faster processing times, while cloud computing allows for
increased scalability. Dealing with such a dynamic, modular, and diverse environment
requires managing resources to ensure satisfaction of Quality of Service constraints and
the minimization of costs. A novel framework based on Reinforcement Learning was pro-
posed to handle the variability in a runtime computing continuum scenario: FIGARO
(reinForcement learnInG mAnagement acRoss computing cOntinuum). An initial o!ine
training period has been developed to reduce the training time where the agent learns from
the insights provided by a design-time tool. However, the first version of FIGARO was
limited to applications including up to two components. This work tackles this problem
by generalizing the state space definition and streamlining the preliminary o!ine training.

Keywords: Artificial Intelligence, Reinforcement Learning, computing continuum, Op-
timal allocation





Abstract in lingua italiana
Le emergenti applicazioni di Intelligenza Artificiale sfruttano tutti i tier di calcolo disponi-
bili, operando in modo fluido tra piattaforme Edge e Cloud. La distribuzione delle ap-
plicazioni ai margini della rete consente tempi di elaborazione più rapidi, mentre il cloud
computing permette una maggiore scalabilità. Organizzare un sistema così dinamico,
modulare e diversificato richiede una gestione delle risorse che garantisca la soddisfazione
dei vincoli di Qualità del Servizio e la minimizzazione dei costi. È stato proposto un nuovo
framework basato sull’Apprendimento per Rinforzo per gestire le variazioni in uno scenario
di computing continuum in tempo reale: FIGARO (reinForcement learnInG mAnagement
acRoss computing cOntinuum). È stato sviluppato un periodo iniziale di addestramento
o!ine per ridurre il tempo di addestramento, durante il quale l’agente apprende dalle
informazioni fornite da uno strumento di progettazione. Tuttavia, la prima versione di
FIGARO era limitata alle applicazioni che includono fino a due componenti. Questo la-
voro di tesi a"ronta il problema generalizzando la definizione dello spazio degli stati e
semplificando l’addestramento o!ine preliminare.

Parole chiave: Intelligenza Artificiale, Apprendimento per Rinforzo, computing con-
tinuum, Allocazione Ottima
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1| Introduction

Machines created by humans can already handle various labor-intensive tasks. However,
since humans are driven by the desire for better productivity, they have been attempting
to give machines human-like intelligence, which is the main goal of Artificial Intelligence
(AI). AI research, spanning over 65 years, has achieved remarkable advancements in the-
ory and practical applications ([1], [2]).
There are many definitions of Artificial Intelligence. Marvin Minky, one of the pioneers of
AI, defined it as enabling machines to do things that require human intelligence. Although
the descriptions of AI are various, its core is widely believed to be the research theories,
methods, technologies, and applications for simulating, extending, and expanding human
intelligence [3]. Nowadays, the concept of AI has an increasingly profound impact on
human life.
The research fields of AI include systems and engineering, brain science, healthcare, com-
puter science, and many other disciplines, such as natural language processing. For ex-
ample, an AI product used today by 20 million people is Grammarly. Grammarly [4] is a
writing assistant that checks for spelling, grammar, punctuation errors, and it enhances
vocabulary usage. It is a sophisticated AI system that has been improved over the years,
built by linguists and engineers who developed algorithms to detect patterns of good
writing. The Grammarly AI system reviews every sentence and searches for appropriate
replacements for errors when any are found. It operates on a freemium model, where
paid tiers give users more tools beyond grammar checks, such as plagiarism checks. Brad
Hoover, the company’s CEO, confirmed in 2019 to TechCrunch [5] that the company was
valued at more than $1 billion. AI is a smarter way for di"erent industries to work more
e#ciently than traditional methods. It reduces costs and helps distribute the work uni-
formly while completing it faster. It is projected to experience significant growth in the
next decade, as its market share is expected to show an annual growth rate (CAGR 2024-
2030) of 15.83%, resulting in a market volume of $738.80 billion by 2030 [6]. The changes
in the methodology of various sectors toward automation to increase the productivity of
organizations and the rise in demand for artificial intelligence and machine learning-based
solutions are responsible for market growth [7].
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AI and cloud computing converge in automating processes, in fact Grammarly itself is
a cloud-based program. With cloud computing, individuals and organizations can gain
on-demand network access to a shared pool of managed and scalable IT resources, such
as servers, storage, and applications [8]. The data is stored on physical servers, which
are maintained by a cloud service provider. Its primary benefits include nearly limitless
storage, quick deployment, easy access to information, and simplified scaling of services
[9]. For example, Grammarly data is stored on servers hosted by Amazon Web Services
in the US and ensures continual product availability by using native backup tools [10].
Moreover, all components that process users data operate in Grammarly’s private net-
work inside a secure cloud platform, and each Grammarly user’s data is isolated from
other users’ data. According to a Deloitte study [11], 70% of companies obtain their AI
capabilities from cloud-based software, while 65% develop AI applications using cloud
services.
However, the advent of the Internet of Things (IoT) era enables millions of interconnected
devices to gather vast amounts of data processed in the cloud for various purposes [12].
IDC [13] predicted up to 60 billion connected entities by 2025, generating about 80 ZB
of raw data. This data overload exposes the drawbacks of the cloud approach: network
saturation, unsustainable large data centers in terms of size and energy consumption, un-
reliable internet connections, and latency, making it unsuitable for real-time or emergency
use cases. In this context, new post-cloud trends aim to move some processing closer to
the data, taking advantage of the improved abilities of edge devices. Edge computing is
a paradigm that performs computing at the edge of the network, meaning closer to the
source of the data, near the end devices [14]. Thanks to this approach, edge computing
is characterized by low latency, processing power closer to the user and real-time interac-
tions, overcoming cloud computing limitations. Nonetheless, edge resources usually have
less computing capacity than the cloud and can become a bottleneck in the computation.

The most promising paradigm is called computing continuum [15], where distributed appli-
cations can seamlessly run on any device from the edge to the cloud, creating a distributed
computing system that is able to fulfill highly heterogeneous applications requirements.
The computing continuum performs computations by distributing the workload across
multiple devices in the system. Each device handles a part of the computation, and the
results are merged to generate the final output. This resource allocation is based on
factors like resource proximity, computational capability, and prioritizing time-sensitive
tasks. Real-time responses might be sent to edge devices, while complex analytics are
usually done in the cloud, depending on the task. This dynamic distribution of tasks
enhances system performance and processing e#ciency while reducing latency.
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As an example of computing continuum, consider one of the ELASTIC use cases: the
edge/fog-enabled "Remote Sensing/Advanced Driver Assistance Systems (ADAS) from
infrastructure" application for the city of Florence [16]. This use case considers a dis-
tributed infrastructure of smart cameras and computing and communication networks
placed along the tramway track. The objective is to be able to detect vehicle accidents
beyond the capacity of the tramway sensors/radars and to prevent accidents in case of
no visibility due to urban objects occulting vehicles or pedestrians. The Figure 1.1 below
shows a schematic view of the compute continuum considered in the ELASTIC use case.

Figure 1.1: Elastic computing continuum [17].

Data sources (i.e. cameras, sensors on the tram, etc.) collect data to be sent for real-time
computations. In fact, computer and data nodes can also be found in trains and stations
(Batoni, Arcipressi and Resistenza) [18]. Enabled by the Edge Computing as a Service
provided by Nuvla, the applications based on real-time values typically will be executed
in the edge, e.g., object detection in the tramway and sending proximity alerts to the
tramway cockpit ([19], [16]). In contrast, the o!ine analysis based on edge’s historical
values will run in the cloud, where the heaviest part of processing and storage can be
completed ([19], [18]). A conclusion from the o!ine study could be the readjustment of
tra#c lights because of the detection of several people crossing the tramway at a particular
time. In summary, the intention is to provide access to all the distributed data regardless
of its source and function, without interfering between the di"erent applications/tasks.

The design and management methodologies of these systems pose a significant challenge.
The traditional methods work with client server systems, whose architecture is defined
ad-hoc to solve a precise problem. While these methods remain e"ective for the cloud
paradigm, they are inadequate for the computing continuum, where a diverse range of
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architectures coexist within the same system. This challenge, typical of computing con-
tinuum systems and known as the Resource Selection and Application Components Place-

ment (RS-CP) problem, is key in this work. It is usually faced at design time, however, in
real-world scenarios, the expected workload and the service time distribution frequently
change. Therefore, the initially planned placement may become unfeasible or excessively
large depending on the workload. Hence, the authors of [20] proposed FIGARO (re-
inForcement learnInG mAnagement acRoss computing cOntinua), a runtime framework
based on Reinforcement Learning (RL) that automatically learns to solve the RS-CP
problem under varying system conditions at runtime.
The FIGARO environment embeds:

• A Simulator to compute the response times mimicking the actual response times of
a cloud system [21];

• A design-time tool, SPACE4AI-D [22]. It is used to compute the response times
and to represent the analytical counterpart of the Simulator, allowing a comparison.
Moreover, it can also behave as the agent deployed inside the environment;

• A RL-based agent, that exploits both an initial share of knowledge and every in-
formation acquired at runtime. In particular, SPACE4AI-D is the provider of the
initial knowledge. First, the FIGARO agent is trained o!ine to learn a policy that
mimics the behavior of SPACE4AI-D. Then it is deployed at runtime.

The authors of [20] tested, validated and demonstrated that FIGARO outperforms an
agent with random initial policy and a static agent adapted from the design time with an
application pipeline including up to two components.

The key feature of this tool is the o!ine training. If the online training were to start with
a random policy, the learning process would take an extremely long time and would not
converge toward any meaningful solution. The policy obtained through o!ine training is
trained using simulations of workload variations and mimics the behavior of the design-
time tool. This initial policy enables significant online training to take place. Given its
crucial role, it has become fundamental to enhance its e#ciency.
Many di"erent experiments are needed to advance in FIGARO development, as it is in
its early stages. However, currently running o!ine training tests in simple scenarios is a
computer-intensive and lengthy process. Moreover, due to the current definition of the
state space, the policy fails to converge when the application pipeline is slightly more
complex.
This work aims to contribute to the development of FIGARO, more specifically to ease
the process of finding the optimal initial policy with o!ine training. This translates into
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changes to the implementation that further encourage the agent to mimic SPACE4AI-
R’s behavior. Furthermore, the state space definition is changed to allow tackling the
management of complex systems.

This work of thesis is organized as follows. Section 2 presents the state of the art. Section
3 introduces key concepts of Reinforcement Learning. Section 4 describes the framework
at the basis of this thesis. Section 5 illustrates the contributions to FIGARO. Section 6
reports the experimental results. In Section 7 the conclusions of this work are discussed.
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