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Abstract: The steady increase of Artificial Intelligence applications forced to re-
think the old paradigm of Cloud computing due to the growth of the data size to be
exchanged and, as a consequence, its cost and its latency delay. Edge computing
is a recent paradigm that tries to mitigate these issues by relying on resources at
the edge of the network. On one hand, this proves to be effective in reducing the
quantity of data sent across the network but, on the other, it creates a scattered
environment. Optimally assigning computational tasks to available resources be-
comes the challenge. Starting from a design-time scenario, we developed a novel
runtime framework based on Reinforcement Learning: FIGARO (reinForcement
learnInG mAnagement acRoss computing cOntinua). The primary objective was
to create a fast and reliable decision tool that could cope with the major challenges
involved in a runtime scenario (e.g., variability of the incoming load, network per-
formance variation, changes in end-users’ behaviour). To decrease the learning
time of the Agent, design-time knowledge has been exploited throughout its train-
ing process. The experimental results highlight how we achieved a speed-up of
about 10 times with respect to our baseline software. Our Static Reinforcement
Learning (RL) Agent proved its capability to match the performance of the bench-
mark under various environment assumptions. Moving to the Dynamic RL Agent,
featuring continuous learning, the performance overcomes the benchmark even in
a short episode when the response times follow a different distribution with respect
to the one used during the preliminary offline training.
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1. Introduction

One of the main reasons behind the rise of the Cloud computing paradigm is the fact that it makes an ideally
unlimited computational and storage power accessible according to pay-to-go pricing models. The Cloud market
is seemingly experiencing a continuous growth and experts expect its size to reach 1600 USD billion by 2030
[1]. In the last few years, an accelerated migration towards mobile computing and Internet of Things (IoT)
is designing a new framework, where high benefits can be achieved by exploiting resources at the edge of the
network. Consequently, Edge computing was proposed as an alternative to Cloud.
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The Edge computing paradigm brings storage, computation and network services near the end devices through
the so called fog nodes, which can be switches, cameras, routers, computers and servers, linked through a net-
work connection [2].
Thanks to this approach, Edge computing is characterised by low latency, processing power closer to the user
and real time interactions, overcoming Cloud computing limitations [3].
Nonetheless, it should be noticed that Edge resources have usually less computing capacity than the Cloud,
and can become a bottleneck in the computation. Hence, if an application requires computational power which
is not available at the Edge nodes, there should still be the option to connect to the Cloud data centers [2], if
latency requirements and network connections allow so.

Therefore, the Computing Continuum paradigm is the best approach: latency-sensitive tasks can be distributed
among Edge nodes while compute-intensive tasks are offloaded to the Cloud layers.
Since in this scenario the computation is distributed among devices with highly heterogeneous capacities and
connectivity, efficient resource allocation and component placement algorithms are crucial to orchestrate at best
the physical resources of the Computing Continuum, minimising the expected costs while meeting constraints
related to, e.g., Quality of Service (QoS) response times.

In many literature proposals (e.g., [4]), the problem of component placement and resource selection for Artifi-
cial Intelligence (AI) applications in the Computing Continuum is faced at design time, dealing with different
application requirements.
The tool that is presented in [4], which has been used as starting point in this work and is referred to in the
following as Space4AI-D, is based on a randomised greedy algorithm whose objective is to determine the optimal
allocation of the application components on the candidate resources of minimum cost, providing performance
guarantees across heterogeneous resources of different types (e.g., Edge devices, Cloud GPU-based Virtual Ma-
chines (VMs) and Function as a Service solutions (Faas)).
Despite the very good quality of Space4AI-D solutions, in practical applications the workload (e.g., requests per
second to be processed) expected at design-time is often subject to fluctuations due, for example, to variations
in the generated data volumes. For this reason, the initially designed placement may become unfeasible or
oversized depending on the input workload, so it has to be continuously monitored and adapted online.

Starting from the Space4AI-D design-time tool, we developed an integrated framework that handles the run-
time. A runtime tool must provide a feasible reconfiguration in few seconds at most, due to the online nature
of the running applications. Most of them are not indeed long tasks, for example, they may revolve around an
evaluation of a Neural Network. Therefore, runtime tools must be designed to make appropriate cost-reactivity
trade-offs while tuning the solver algorithms, as well as implemented in a very efficient way to reduce the exe-
cution time.

To tackle the runtime problem, we opted for the great possibilities offered by Reinforcement Learning (RL).
Other works, such as [5], have already highlighted how a RL methodology can successfully adapt overtime to
variations in, e.g., the workload model, by relying only on observations extracted from the environment. There-
fore, a RL-based approach can deal with shifting aspects of AI applications (e.g., variability of the incoming
load, network performance variation) and of the the end-users’ behaviour. It is also more flexible with respect
to resource management methods based on analytical models and an optimisation problem.
The downside of RL is the huge time needed by the Agent to learn an effective policy. During the training the
Agent needs to explore all the actions it may select and some undesired behaviours may happen, e.g., leading
to violations of the QoS constraints.
The main contribution of this work is to develop FIGARO, a runtime framework where the power of the RL-
based methods is merged with the knowledge (i.e., the solutions) of a design-time approach, aiming to get the
best out of both worlds.
The FIGARO environment embeds:
• A Simulator to compute the response times without imposing the strict hypotheses that an analytical

approach would. An example is the possibility to vary the distribution used to draw service times.
• A RL-based Agent able to take fast decisions. It capitalises on both an initial share of knowledge coming

from a design-time analysis and every information acquired while running.
• A design-time tool, Space4AI-D, serving multiple purposes. It is used to compute the response times and

to represent the analytical counterpart of the Simulator, allowing a comparison. But it can also behave as
the Agent deployed inside the environment, becoming a reference solution to assess the RL-based Agent.

We would like to stress further how the knowledge of Space4AI-D is employed to get an initial approximated
policy, that is, a policy mimicking the Space4AI-D design-time behaviour. On one hand, this improves the
learning procedure of the Agent and, on the other hand, it prevents a great deal of QoS violations because the
Agent immediately deploys an effective policy instead of starting with a completely random one.
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Figure 1 shows the cumulative violation rate obtained by two Static RL-based Agents. The first (red line)
has just started its preliminary training whilst the second (black line) has already achieved a performance
comparable to Space4AI-D by resembling its behaviour. The latter accomplishes better performance in terms
of both number and severity of QoS violations. Fully exploiting the design-time knowledge leads to an already
effective initial policy for the RL Agent.
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Figure 1: Comparison of the cumulative rate of QoS violations of the two Static RL Agents trained
with different number of training iterations - one-component system.

This thesis is organised as follows. Related works are discussed in Section 2. Section 3 introduces the basic
application and resources models. Section 4 formulates the optimisation problem, while Section 5 focuses on
the RL part. Section 6 presents the FIGARO framework. Experimental results are discussed in Section 7, and
final conclusions are drawn in Section 8.

2. Related work

Edge computing, Cloud computing, Fog computing and the possible applications of Reinforcement Learning are
recurrent themes in the latest research trends.
The authors in [6] tackle an offloading problem via an Unmanned Aerial Vehicles (UAV) used as Edge server. A
helper UAV is deployed to both assist the legitimised UAV and to contrast an eavesdropper UAV (i.e., switching
between a relay mode and a jammer mode). The choice of this mode, as well as other parameters such as the
velocity of the helper UAV, is determined by adopting a Deep Deterministic Policy Gradient based method, a
type of Deep Reinforcement Learning suited for continuous control problems.
Offloading a task to the nearest Mobile Edge Computing (MEC) server may not be the optimal solution due
to its limited computing resources. Jointly optimising the offloading decision, namely where to offload a task,
and resource management, namely how much computing resource in an MEC server is allocated to a task, is
critical. In [7] the authors model this optimisation problem as Markov Decision Process (MDP) and propose
the Deep reinforcement lEarning based offloading deCision and rEsource managemeNT (DECENT) algorithm,
which leverages the Advantage Actor Critic method to optimise the offloading decision and computing resource
allocation for each arriving task in real-time such that the cumulative weighted response time can be min-
imised.
The theme of workflow offloading continues in [8] to face the problems related to the massive network traf-
fic and calculation workload among end-users and Cloud platforms. The authors address the robustness of
the offloading policies from a multi-objective perspective by proposing a Meta-Reinforcement-Learning-based
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Figure 28: Execution times of the Agents - exponential service times.
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Figure 29: Execution times of the Agents - log-normal service times.

8. Conclusions

The importance of Edge computing has dramatically risen in the recent period. As showed in the Section 2, an
active community of researchers works to find new algorithms to fully harness the potential of Edge computing.
The main goal of such works is the optimisation of resource usage to achieve better performance and reduce
the costs, the time spent and the consumed energy. Our work was aligned with this effort. Starting from a
design-time framework, we moved towards a runtime framework in order to achieve adaptability with respect to
changes in the environment and to abandon some restrictive assumptions, such as exponentially distributed ser-
vice times. The proposed solution is a Reinforcement Learning (RL) Agent implementing the Deep Q-Learning
algorithm. A key element is exploiting the design-time knowledge to speed up the learning process of the RL and
to deploy an already effective policy from the very beginning. We achieved a reduction of computational times,
constant regardless of the system dimensionality, of about 10 times with respect to the benchmark (Space4AI-D).
Shifting the environment assumptions, the Static RL Agent showed behaviours similar to Space4AI-D. Moving
to the Dynamic RL Agent, featuring continuous learning, the performance overcomes the benchmark even in a
short episode when the response times follow a different distribution with respect to the one used during the
preliminary training.
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Abstract in lingua italiana

La crescente importanza di applicazioni basate sull’Intelligenza Artificiale ha condotto a dei ripensamenti
riguardo al paradigma Cloud Computing, specialmente a causa delle quantità sempre maggiori di dati che
devono essere scambiati e che portano a costi e ritardi legati alla comunicazione. Edge Computing è una pro-
posta recente che si prefigge di mitigare alcuni di questi problemi tramite l’utilizzo di tutte le risorse disponibili,
anche quelle al margine della rete. Se da un lato è capace di ridurre la quantità di dati trasmessi, dall’altro
conduce alla frammentazione del sistema. Pertanto, assegnare in modo ottimale i vari processi alle risorse
disponibili risulta cruciale. Partendo da alcune analisi effettuate in fase di definizione del problema (EN: at
design-time), abbiamo lavorato per giungere a una visione del problema durante la sua esecuzione (EN: at run-
time) creando una struttura decisionale basata sull’Apprendimento per Rinforzo (EN: Reinforcement Learning)
che chiamiamo FIGARO: reinForcement learnInG mAnagement acRoss computing cOntinua. L’ obiettivo prin-
cipale è stato creare uno strumento veloce e affidabile che potesse affrontare le sfide che emergono durante le fasi
di esecuzione (ad esempio, carichi di lavoro variabili, modifiche nel comportamento degli utenti). Per ridurre il
tempo di apprendimento dell’Agente, abbiamo sfruttato la conoscenza derivante da metodi concepiti in fase di
definizione durante la procedura di addestramento. I risultati sperimentali mostrano come il nostro Agente ab-
bia dei tempi di esecuzione circa 10 volte inferiori rispetto al programma utilizzato come riferimento. L’Agente
Statico riesce ad avere prestazioni paragonabili a quelle del riferimento. Utilizzando l’Agente Dinamico, che
continua l’apprendimento durante il suo impiego, il rendimento supera quello del modello confrontato, nonos-
tante la lunghezza limitata dell’episodio e la differente distribuzione dei tempi di risposta impiegata durante
l’addestramento iniziale.

Parole chiave: Edge computing, Apprendimento per Rinforzo, Deep Q-Learning, Allo-
cazione ottimale
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